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ABSTRACT

DACUS, ROBERT WARREN. Development of an Adaptive Thermal Conductivity Modeling
Capability. (Under the direction of Paul Turinsky.)

This thesis presents a study of a generalized perturbation theory approach to determining

the difference in the values of a Quantity of Interest (QoI) as predicted by two physics models.

This is accomplished by forming an inner product of a generalized adjoint solution for one model

with its respective residual formed from that model’s operators acting upon the other model’s

determined solution. This study supports the development of an adaptive model refinement

capability where the value of the QoI is used to decide among models of various fidelity levels

satisfying accuracy requirements.

The specific application for this thesis is the modeling of the temperature profile of a single

nuclear reactor core fuel pin of ceramic uranium oxide. The fuel pin has a radius of 0.3325

inches and height of 150 inches. It is assumed to deposit heat by conduction into a closed flow

channel of water surrounding the fuel. The low fidelity model chosen utilizes a finite difference

model with coarse spatial meshing whereas the high fidelity model employs finer spatial mesh-

ing. Lumped parameters are used for the low fidelity model’s heat transfer coefficients. Several

alternative adjoint methods were developed to estimate the difference in high and low fidelity

fuel temperatures. These adjoint methods include mathematical, physical, and analytical types

as derived from their respective equations. The associated high fidelity adjoint solutions were

found to accurately predict fuel pin temperature differences for cases where the low fidelity

solution was assumed constant due to equivalent forward problem high fidelity residual values.

The physical and analytical adjoint solutions were unable to predict temperature differences

for cases where spatial derivatives of the low fidelity temperatures were not equal to zero. In all

cases, usage of the low fidelity adjoint solution in place of the high fidelity adjoint solution re-

sulted in inaccurate predictions of temperature differences, while the high fidelity mathematical

adjoint was able to predict differences exactly at every axial and radial location.
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Chapter 1

Introduction

In computational engineering, there is always a tension between being able to predict a physical

phenomenon with the highest accuracy while maintaining a reasonable computational resource

requirement. Oftentimes, the interests of accuracy and CPU resource demand are directly op-

posed, and designers find themselves sacrificing one advantage for another. In some cases, higher

fidelity models are only necessary for problems with complex geometry or rapid transients, while

at other times low fidelity models offer acceptable resolution for predicting spatial or temporal

behavior.

Thermal hydraulic predictions of flow regimes within nuclear reactor cores require signifi-

cant computational resources and accuracy to ensure that the core design does not violate the

thermal limits of involved materials. These predictions often sacrifice accuracy for efficiency or

vice versa. Fluid models like direct numerical simulation (DNS) resolve flow field phenomena

at the smallest physical and temporal length scales. These simulations are able to determinis-

tically calculate velocity and pressure fields of turbulent flow but at an extreme computational

cost. Other models such as Reynolds Average Navier Stokes (RANS), using turbulence models,

are able to approximate system wide pressures and velocities but are unable to determine local

eddy configurations on the scale of DNS. In many cases, these turbulence approximations and

averaging techniques are all that is needed for simple problems such as channel flow. However,

for complex geometry, it is oftentimes desired to resolve smaller length scales in order to un-

derstand and simulate appropriate thermal hydraulic behavior at, for example, downstream

locations from assembly grid spacers with mixing vanes.

Even for less sophisticated methods like drift-flux or homogeneous equilibrium mixture

modeling, there can still be a significant trade off between computational demand and accu-

racy. Ideally, a model would exist that could actively switch between higher and lower fidelity
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problems such that it would employ levels of fidelity where appropriate in order to save com-

putational resources and improve accuracy at respective locations of interest. This approach is

referred to as Adaptive Model Refinement (AMoR) and has the potential of capitalizing on the

accuracy and CPU resource advantages of high and low fidelity models during a single simu-

lation. In order to employ AMoR techniques, there must be a way to estimate the differences

between predicted values for the high and low fidelity models such that the computational

resource requirement for the prediction still remains less than the requirement for the high

fidelity model. If the adaptation algorithm exceeds the high fidelity model CPU requirement,

then the advantage of using the CPU efficient low fidelity model is lost. In a related field, AMoR

techniques have been shown by Jackson, Cacuci, and Finnemann to produce accurate results

using three fidelity levels for nuclear reactor safety transients that require only 30% to 70% of

the CPU time needed using the highest fidelity level. [1], [2].

This masters thesis project examines an adaptive model refinement approach using adjoint

methods for predicting differences between high and low fidelity models and its potential ap-

plication to thermal hydraulic simulations. The focus of the work is on the generalized adjoint

equations formulation. What follows is a rigorous derivation of all mathematics pertaining to

the investigated adaptive model refinement method as well as an investigation of the numerical

results from using this method with application to a heat conduction and convection model for

a single fuel pin within a fuel assembly.

1.1 Thermal Hydraulic Design and Simulation

For safe and efficient operation of a thermal nuclear power core, a fluid must effectively cool

the reactor core to appropriate temperatures in order to maintain the functional integrity of

materials without compromising the configuration necessary to sustain a self-propagating chain

reaction of the nuclear fuel. It is necessary for designers to understand the behavior of system

wide pressures and velocities and how they affect overall plant performance as well as local fluid

behavior that can influence things like corrosion and neutron flux. A wide variety of numerical

tools is necessary in order to properly design and simulate a nuclear reactor and its plant and

safety components. Each tool essentially presents a solution or approximation of the three di-

mensional mass, momentum, and energy balance equations for single or multiphase fluid flow.

The level of simplification and estimation of these equations coincides with the demand for

accuracy that a designer requires to predict a specific quantity of interest.

One dimensional or three dimensional techniques for solving the two phase mixture equa-
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tions are typical for basic system wide simulation. Design codes such as RELAP and TRAC

implement these methods for best-estimate thermal hydraulic design [19], [20]. Correlations are

chosen in order to close the six-equation two phase system describing the mass, momentum,

and internal energy of a flow field. For simulation and analysis focused on core internal ther-

mal hydraulic behavior, either closed-channel methods or sub-channel methods as incorporated

by COBRA and VIPRE codes are employed [21], [22]. The two-phase drift flux model, which

considers only mixture momentum instead of separate phasic momentum equations and uses a

correlation for determining the relative velocity of phases, may be employed for similar simu-

lation conditions. Alternatively, the homogeneous equilibrium mixture (HEM) model assumes

that both phases are at saturation and moving at the same velocity; therefore one only needs to

solve for mixture momentum, mass, and energy. Although these methods are fast, they typically

are unable to resolve flow mechanics close to the wall of the system, where oftentimes safety

criteria such as critical heat flux (CHF) are a concern.

For simulating the wall resolved effects of turbulent flow, various computational multiphase

fluid dynamics (CMFD) methods can be used to investigate flow phenomena that cannot be

resolved by using simplified equations. In most cases momentum, mass, and energy are solved

explicitly for each phase. Equations for turbulent kinetic energy and turbulent dispersion are

also necessary in order to describe the effect of turbulence on the flow regime. Models such as

k-ε or k-ω are typical for RANS equations and use correlations to describe the velocity distribu-

tion near the wall. As a consequence, the averaging technique used by RANS loses information

regarding small eddy formation and dissipation within the flow field. Large eddy simulation

(LES) can be used in its stead in order to retain the turbulence induced time dependent pertur-

bation in the flow field. However, this is often computationally limiting due to the need for finer

spatial meshing and time dependent ensemble average solutions. Codes such as STAR-CCM+

and HYDRA-TH enable RANS and LES methods to be used, employing a multiphase, N-field

model [23], [24].

DNS methods mentioned previously have the capability of resolving all micro scales of fluid

flow. These methods employ a variety of techniques for tracking the interface between liquid

and vapor. Examples are front tracking and level set methods which both have the capability of

simulating individual bubble or droplet interaction within a fluid. In this case, no wall models

or correlations are necessary due to the fact that the length scale of individual bubbles has been

resolved. The computational resources needed to implement these methods for a single reactor

core channel containing thousands of bubbles are vast and DNS techniques are not typically

used for large scale design. The computational codes PHASTA and FTC3D employ these DNS

methods [25], [26]. They have proven useful for gaining insights and developing closure rela-
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tionships for LES and RANS models, e.g. bubble lift and drag forces.

Each of the aforementioned fluid simulation techniques have advantages and disadvantages

in terms of accuracy and computational resource requirement. Depending on the level of resolu-

tion required at the wall of a channel or whether full system response phenomena is of interest,

designers will choose a model which exhibits a level of accuracy analogous with their design

requirements.

All of these fidelity levels are used in concert with one other to ensure proper design of a

nuclear reactor core and its supporting thermal hydraulic systems. Within each method, various

closure models or equation parameters can help improve the physical accuracy of the problem

at the cost of additional computational resources. In some cases though, the fidelity required

at one point in the problem’s geometry may not be necessary at other parts of the problem

and the resulting computational requirement of using the higher fidelity model for the entire

geometry may prove burdensome.

1.2 Adjoint Methods

Adjoint problems are mathematical constructs that mirror behavior found in physical or forward

problems and help describe the importance of functionals with respect to a specific quantity

of interest. Adjoint methods have found widespread use in the field of radiation transport due

to its usefulness in perturbation analysis [1] - [3]. For small changes in specific parameters,

adjoint solutions can describe the influence that these changes have within the detection region

of interest. In neutronics, these changes can include material properties, source distributions,

and cross sections. In thermal hydraulics, these changes include material properties as well as

heat conduction estimations for inverse problems [4] - [8].

In computational fluid dynamics (CFD - single phase fluids as opposed to CMFD), adjoint

methods are often used for adaptive grid refinement. These methods provide error controlled

localized grid refinement as an attempt to reduce the numerical error present in CFD methods.

Refining the grid needlessly does not explicitly reduce the numerical error, and there is a need

to understand where and when grid refinement improves accuracy in order to maximize the

efficiency of the refinement. Adjoint solution shapes can be thought of as importance weight-

ing functions, and they can be used to quantify the importance of functionals like lift or drag

within specific geometric locations of the spatial grid. Analysts can then use this information to

determine where and to what degree a grid can be improved in order to reduce the numerical
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error of the functional [9].

1.2.1 Detector Example

In adjoint problems, one has the freedom to describe boundary conditions and source terms

such that the evaluation of a function yields the desired quantity of interest. A simple example

is the detector response problem which is applicable to both thermal hydraulics and neutronics

problems. In this problem, the response of a detector is desired as a function of source loca-

tion. Typically, moving the source anywhere within the geometry of the problem necessitates a

new temperature or flux field solution in order to evaluate detector response. Adjoint methods

present an alternative approach.

Starting with the following forward and adjoint linear equations

A [φ] = Q, A∗ [φ∗] = Q∗ (1.1)

the adjoint operator A∗ is defined such that the following inner product equality holds for all

φ and φ∗ within the solution space

〈A [φ] , φ∗〉 = 〈A∗[φ∗ ], φ〉 (1.2)

Ensuring equality of (1.2) imposes restrictions on the boundary conditions of the adjoint

problem. If the response function desired is defined as R = 〈Σ, φ〉 then one can provide an exact

evaluation of the response when the adjoint source term is given by Q∗ = Σ

〈Σ, φ〉 = 〈Q∗, φ〉 = 〈A∗[φ∗], φ〉 = 〈A [φ] , φ∗〉 = 〈Q,φ∗〉 (1.3)

Using (1.3), one is able to determine the response of a detector for various Q locations

without having to solve for φ each time Q is moved. Instead, φ∗ is determined once and then can

provide the response for any value of Q in the solution space. This method of functional response

prediction with respect to adjoint solutions can provide a means for performing adaptive model

refinement with application to simple fuel conduction and convection problems investigated by

this thesis.

1.2.2 Physical and Mathematical Adjoint Operators

There are two distinct methods for deriving the adjoint A∗ operator. A physical adjoint is de-

fined as an adjoint operator that is derived from the continuous set of forward equations. One

constrains the adjoint operator in order to satisfy equation (1.2) and, using integration by parts,
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comes to an appropriate adjoint operator. The application of appropriate boundary conditions

(generally homogeneous) ensures that the equality in (1.2) holds.

Each forward operator present in a set of equations will have a corresponding adjoint op-

erator. These operators are said to be self adjoint if A∗ = A. Second derivatives and constant

multipliers are examples of self adjoint operators while first order derivatives are not self adjoint

[1]. Adjoints of matrix operators can be derived as well by taking the conjugate transpose of

the original matrix.

Discrete adjoint solutions can be found by solving for the discretized set of adjoint equations

as derived from the forward equations. This adjoint problem is referred to in this work as a

physical adjoint.

Another method of arriving at a set of discretized adjoint equations is to derive them

from the discretized forward equations. Since the adjoint of a matrix operator is the conjugate

transpose of the matrix, then for a discretized forward matrix ¯̄A operating on the forward

solution vector φ̄, we have the following forward and adjoint problem

¯̄A
[
φ̄
]

= Q̄, ¯̄AT
[
φ̄
∗]

= Q̄∗ (1.4)

This method requires no integration by parts, and the appropriate boundary and initial

conditions for the adjoint problem are embedded in the transposed matrix ¯̄A
T

. In this work,

the previously defined adjoint problem is referred to as the mathematical adjoint. As the time

and spatial discretization steps approach zero, the discrete mathematical adjoint equations

are expected to approach the physical adjoint equations. For discrete problems, there is no

guarantee that the discretized physical adjoint solution will be the same as the mathematical

adjoint solution. However, if the problems are defined correctly, the functional as predicted by

the adjoint solutions should be the same for both the physical and mathematical problems.

1.3 Problem Definition

1.3.1 Forward Problem

This forward problem models one dimensional heat conduction through a cylindrical fuel pin

of uranium oxide. This fuel pin has a radius of 0.3325 inches and a height of 150 inches. It is

assumed to deposit heat directly into a channel of water surrounding the fuel. The heat gener-

ation can either vary sinusoidally in the axial direction and is constant in the radial direction

or is constant in all directions. The coolant model assumes that the steam and liquid are both
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have the same pressure and velocity, and have temperatures that vary in the axial direction.

The equation set, initial conditions, and boundary conditions below model the fuel conduction

and convection of a cylindrical fuel pin.

cfpρf
∂

∂t
Tf − kf∇2

r Tf = q′′′ (1.5)

ccpρcAx
∂

∂t
Tc + ccpṁc

∂

∂z
Tc + Sfkf∇r Tf |r=R = 0 (1.6)

hc
(
Tf |r=R − Tc

)
= −kf∇r Tf |r=R (1.7)

Tc|t=0 = T (o)
c Tf |t=0 = T

(o)
f (1.8)

Tc|z=0 = T Inc ∇r Tf |r=o = 0 (1.9)

where Tf is the fuel temperature as a function of time t, axial location z, and radial location

r; Tc is the coolant temperature as a function of time t and axial location z. Heat energy gen-

erated, denoted by the z dependent variable q′′′, conducts radially through the pin. Axial heat

conduction is ignored, however Tf is still z dependent. This dependency arises from the axial

coupling present in equation (1.7) which describes heat convection along the outside surface of

the pin. All heat generated in the pin by the q′′′ term is conducted to the outside surface and

passes into the coolant and out the exit boundary condition at the top of the channel. Fluid

flow properties are represented by a single mass flow rate term ṁc where closed flow channel,

single phase, and constant density are assumed to make the flow rate constant with z.

Figure 1.1 contains a visual representation of the cylindrical UO2 fuel pin and its respective

radial and axial discretization. There are 4 radial cells or rings and 4 axial meshes shown in

the figure. Each fuel and coolant temperature location, denoted by Tf−i,j and Tc−j respectively

with i ∈ [1, 2, ..., Nr] and j ∈ [1, 2, ..., Nz], is shown along with its node number, denoted by

φl with l ∈ [1, 2, ..., Nl] where Nl represents the total number of discretized cells. Again, φ̄ is

the solution vector containing all fuel and coolant temperatures. The cell numbering starts at

the center radial cell of the first axial mesh and then increases as it moves in the positive r

direction. Upon reaching the outer most radial cell, the numbering drops below to the next

axial mesh, center radial ring and increases in node number as r increases. The coolant temper-

ature nodes are at the end of the φ̄ vector, starting at the top axial mesh and moving downward.

7
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Figure 1.1: Physical geometry of simplified forward problem and example discretiza-
tion and node numbering
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The gradient and Laplacian operators, ∇r and ∇2
r respectively, denote the use of cylindrical

coordinates. Table 1.1 contains a list of constants and their values used for the high fidelity for-

ward problem. These values are assumed to remain constant regardless of material temperature

for the high fidelity case. In the low fidelity case, kf and hc are adjusted in order to conserve the

heat flux between collapsed discretized radial mesh cells, simply refered to as rings throughout

this thesis.

Table 1.1: Physical properties for fuel pin equations

Property Symbol Value

Fuel Specific Heat cfp 0.0762 BTU/lbm-F
Coolant Specific Heat ccp 1.394 BTU/lbm-F

Fuel Thermal Conductivity kf 2.00 BTU/hr-ft-F
Fuel Density ρf 685 lbm/ft3

Coolant Mass Flow Rate ṁc 3124 lbm/hr
Coolant Convection Coefficient hc 8,500 BTU/hr-ft2 − F
Coolant Flow Area Ax 0.174 in2

Fuel Pin Radius R 0.161 in
Fuel Pin Circumference Sf 1.013 in

Equations (1.5) and (1.6) are solved using two separate levels of discretization. The high

fidelity model employs a finite difference model for approximating both radial and axial deriva-

tives. The low fidelity problem uses lumped parameters in order to determine material conduc-

tivities of the fuel and coolant. It also uses finite difference to approximate derivatives with

fewer radial rings as compared to the high fidelity model. The number of axial nodes remains

constant and equal for both the high fidelity and low fidelity simulations.

Additionally, for q′′′constant, there is a simple analytical solution to the forward continuous

equation set. This can be used to verify the discrete numerical solution for the high fidelity

forward problem. Additionally, this analytic solution can be used in conjunction with the adjoint

analytical solution to verify the continuous adjoint’s evaluation of a functional. The analytic

solution provides insight into the ability of low fidelity adjoints for use in the approximation of

functional values. The discrete high and low fidelity models and continuous forward model are

investigated rigorously in the derivation section of this thesis.

9
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1.3.2 Adjoint Problem

Three adjoint problems are considered with application for adaptive model refinement. These

are referred to as the mathematical, physical, and analytic adjoint models respectively. The

adjoint equation set, final conditions, and boundary conditions presented below are derived

from the forward continuous equations (1.5) - (1.9)

−ρf
∂

∂t
T ∗f − kf∇2

rT
∗
f = Q∗ (1.10)

ccpρcAc
∂

∂t
T ∗c + ccpṁc

∂

∂z
T ∗c = Sfkf∇r T ∗f

∣∣
r=R

(1.11)

−kf∇rT ∗f
∣∣
r=R

= hc

(
T ∗f
∣∣
r=R
− T ∗c

)
= q′′∗

∣∣
r=R

(1.12)

T ∗c |t=tF = T ∗f
∣∣
t=tF

= 0 (1.13)

T †c

∣∣∣
z=H

= 0, ∇r T †f
∣∣∣
r=0

= 0 (1.14)

with tf denoting the final time. This equation set is referred to as the analytic adjoint and is

derived rigorously in the following section. Q∗ varies according to the problem definition and

the quantity of interest to be evaluated by the response. For certain Q∗, this equation set admits

an analytic solution.

Similar to the analytic forward solution, the analytic adjoint solution presents a continuous

solution to the simplified adjoint problem for use in verifying the physical and mathematical

adjoint results. The physical adjoint refers to the discretized version the above equation set

using finite difference in the same manner as the high fidelity forward problem.

Another method for arriving at a discretized adjoint is to take the conjugate transpose of

the forward matrix operator. The time dependent forward problem can be described by the

following matrix equation

¯̄Cn+1φ̄n+1 = ¯̄Bn+1φ̄n + Q̄n+1 (1.15)

where n + 1 is the current timestep, n is the previous timestep, and the ¯̄C and ¯̄B are matrix

operators acting on the appropriate time dependent solution vector φ̄. Equation (1.15) can be

written in block matrix form as
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¯̄C1

¯̄B2
¯̄C2

¯̄B3
¯̄C3

. . .
. . .



φ̄1

φ̄2

φ̄3
...

 =


Q̄1

Q̄2

Q̄3

...


which can be explicitly solved for a given set of initial conditions. The time dependent mathe-

matical adjoint is then simply the conjugate transpose of this block matrix structure and each

individual matrix operator. Similar to the analytic forward solution, the analytic adjoint so-

lution admits a continuous solution to the simplified adjoint problem for use in verifying the

physical and mathematical adjoint results. Therefore, one has for the mathematical adjoint

problem 
¯̄C∗1

¯̄B∗2
¯̄C∗2

¯̄B∗3
¯̄C∗3

. . .

. . .



φ̄
∗
1

φ̄
∗
2

φ̄
∗
3

...

 =


Q̄∗1
Q̄∗2
Q̄∗3
...


which can also be explicitly solved for a given a set of final conditions. The definition of adjoint

matrix operators results in

¯̄C∗ = ¯̄CT, ¯̄B∗ = ¯̄BT

11
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Chapter 2

Derivation of Forward and Adjoint

Problems

The following section describes the derivation of the forward and adjoint methods used by the

adaptive model refinement method for heat conduction and convection. The first section out-

lines the continuous and discrete high fidelity forward problem. The next section shows the

derivation of adjoint equations by two separate means - formulating both the physical adjoint

and a mathematical adjoint. The physical adjoint equation derives discrete adjoint equations

from the continuous adjoint equations. Conversely, mathematical adjoint equations derives op-

erators from discrete forward equations by taking the conjugate transpose of the forward linear

operator. Ideally, a physical and mathematical adjoint derivation should arrive at the same set

of continuous adjoint equations in the limit where time and spatial step sizes approach zero.

Due to the simplicity of the forward heat conduction and single node convection problem,

it was possible under certain conditions to formulate an analytical solution for both the steady

state forward and adjoint problem. One can then show explicitly that the response function of

interest with regards to the adjoint solution can represent the exact quantity of interest. The

final section of this chapter describes the low fidelity problem.

2.1 Forward Problem

The following section describes the forward fuel conduction and convection problem discretiza-

tion for both the low and high fidelity models. Also included is a derivation of the analytic

solution to the steady state problem with constant heat generation.

12
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2.1.1 High Fidelity Discretization

In order to discretize the forward problem using finite difference methods, the steady state

problem is first considered. Setting time derivatives to zero we have the following forward

problem

kf∇2
rTf = q′′′, −cpcṁc

∂Tc
∂z

+ q′′
∣∣
r=R

= 0

−kf∇r Tf |r=R = hc
(
Tf |r=R − Tc

)
∇r Tf |r=0 = 0, Tc|z=0 = Tc,in

q′′
∣∣
r=R

= hcSf
(
Tf |r=R − Tc

)
Integrating the fuel equation over

ri+1∫
ri

·2πrdr results in

kf

ri+1∫
ri

∇2Tf2πrdr = kf

ri+1∫
ri

2πr

(
1

r

∂

∂r

(
r
∂Tf
∂r

))
dr

= 2πkf

ri+1∫
ri

(
∂

∂r

(
r
∂Tf
∂r

))
dr = 2πkfr

∂Tf
∂r

∣∣∣∣ri+1

ri

Taking the finite difference of
∂Tf
∂r

, assuming ∆r is constant, and setting z = zj we have

2πkfr
∂Tf
∂r

∣∣∣∣ri+1

ri

≈ 2πkf

[
rh
Tfh,j − Tfh−1,j

∆r

∣∣∣∣h=ri+1

h=ri

= 2πkf

[
ri
Tfi+1,j

− Tfi,j
∆r

− ri−1

Tfi,j − Tfi−1,j

∆r

]
= 2πkf

[ ri
∆r

Tfi+1,j
−
( ri

∆r
+
ri−1

∆r

)
Tfi,j +

ri−1

∆r
Tfi−1,j

]
where r+

i ≡ ri + ∆r/2 and Tfi,j ≡ Tf
(
r+
i , zj + ∆z/2

)
.

Define the following constants for i = (1, Nr − 1):

ai ≡ 2πkf
ri
∆r

bi ≡ − (ai−1 + ai)

Using these constants, the previous expression becomes

13
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= aiTfi+1,j
+ biTfi,j + ai−1Tfi−1,j

In order to evaluate the expression 2πkfr
∂Tf
∂r

∣∣∣∣ri+1

ri

at the first node, the boundary condition

for ∇r Tf |r=0 is directly substituted resulting in:

2πkfr
∂Tf
∂r

∣∣∣∣r2
r1

= 2πkfr
∂Tf
∂r

∣∣∣∣
r2

− 2πkfr
∂Tf
∂r

∣∣∣∣
r1

= 2πkfr2

(
Tf2,j − Tf1,j

∆r

)
= 2πkf

[ r2

∆r
Tf2,j −

r2

∆r
Tf1,j

]
= a2Tf2,j − a2Tf1,j

At the fuel pin surface, there is a special definition for Tf∗Nr
such that Tf∗Nr

≡ Tf (R, zj + ∆z/2).

The pin edge fuel temperature, Tf |R, is assumed to equal the average fuel temperature for the

outermost ring. Applying this relationship to the final radial node of the fuel pin results in the

following

2πkfr
∂Tf
∂r

∣∣∣∣rNr

rNr−1

= 2πkfr
∂Tf
∂r

∣∣∣∣
rNr

− 2πkfr
∂Tf
∂r

∣∣∣∣
rNr−1

= 2πRkf

[
−hc
kf

(
Tf∗Nr,j

− Tcj
)]
− 2πkfrNr−1

(
Tf∗Nr,j

− TfNr−1,j

∆r

)

= 2πRhcTcj −
(

2πRhc +
2πkfrNr−1

∆r

)
T ∗fNr,j

+

(
2πkfrNr−1

∆r

)
TfNr−1,j

Noting that 2πR = Sf the following constants are defined

f = Sfhc

e = − (f + aNr−1)

Using these constants, the previous expression is then

= fTcj + eTf∗Nr,j
+ aNr−1TfNr−1,j

For the coolant, we assume that ∆z is uniform axially along the pin, and we define Tcj ≡
Tc (zj) at the axial node position for zj ∈ [0, H]. At j = 0, we have Tco = Tc(0) = Tc,in.
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For the surface boundary condition of the pin we have the following expression

q′′
∣∣
r=R

= hcSf
(
Tf |r=R − Tc

)
= hcSf

(
Tf∗Nr

− Tcj+1/2

)
= hcSf

(
Tf∗Nr

− Tcj
)

Substituting the upwinded finite difference for
∂Tc
∂z

at cell j + 1/2 results in the following

−cpcṁc
∂Tc
∂z

+ q′′|r=R ≈ −cpcṁc

(
Tcj+1 − Tcj

∆z

)
+ hcSf

(
Tf∗Nr,j

− Tcj
)

=

(
cpcṁc

∆z
− hcSf

)
Tcj −

(
cpcṁc

∆z

)
Tcj+1 + hcSfTf∗Nr,j

Define the following constants

k = −cpcṁc

∆z

m = − (k + f)

Using these constants, the previous expression becomes

= mTcj + kTcj+1 + fTf∗Nr,j

The steady state discretized problem is then

¯̄Aφ̄ + d̄ = 0 (2.1)

with φ̄ =
[
T̄f T̄c

]T
and, the steady state temperature operator ¯̄A defined as

15



www.manaraa.com

¯̄A =

[
¯̄Df

¯̄Of

¯̄Oc
¯̄Dc

]
with

¯̄Df =



−a2 a2

a2 b3 a3

a3 b4 a4

. . .

aNr−2 bNr−1 aNr−1

aNr−1 e
. . .


, ¯̄Of =



...

f
. . .

f
. . .

f


,

¯̄Dc =


m

k m
. . .

k m

 , ¯̄Oc =


. . . f

. . .

f



In order to solve the time dependent system, we consider the following spatially discretized

system

γ̄
∂φ̄

∂t
= ¯̄Aφ̄ + d̄ (2.2)

with γ̄ = [cfpρf c
f
pρf . . . c

f
pρf ]T . Integrate equation (2.1) over the interval

tn+1∫
tn

·dt

tn+1∫
tn

[
γ̄
∂φ̄

∂t
= ¯̄Aφ̄ + d̄

]
dt

γ̄φ̄n+1 − γ̄φ̄n =

tn+1∫
tn

(
¯̄Aφ̄ + d̄

)
dt

We approximate the time integration by using the following equation

γ̄φ̄n+1 − γ̄φ̄n ≈
{
α
[

¯̄Aφ̄ + d̄
]
tn+1

+ (1− α)
[

¯̄Aφ̄ + d̄
]
tn

}
∆tn

16
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which is an explicit or implicit time discretization with α = (0, 1). Reordering the previous

equation results in

γ̄φ̄n+1 − α∆tn
¯̄An+1φ̄n+1 = γ̄φ̄n + (1− α)∆tn

¯̄Anφ̄n + α∆tnd̄n+1

This expression can be written generally as

¯̄Cn+1φ̄n+1 = − ¯̄Bn+1φ̄n + Q̄n+1 (2.3)

with

¯̄Cn+1 ≡ γ̄¯̄I−∆tn
¯̄An+1

¯̄Bn+1 ≡ γ̄¯̄I−∆tn
¯̄An

Q̄n+1 ≡ α∆tnd̄n+1 + (1− α)∆tnd̄n

This time discretization structure results in a block matrix similar to the one presented in

the previous mathematical adjoint example.
¯̄C1

¯̄B2
¯̄C2

¯̄B3
¯̄C3

. . .
. . .



φ̄1

φ̄2

φ̄3
...

 =


Q̄1

Q̄2

Q̄3

...


The above system of equations can be solved given an appropriate set of initial conditions.

2.1.2 Low Fidelity Problem

The low fidelity problem is roughly the same as the high fidelity problem but with fewer radial

rings. Adjusted values for thermal conductivities are used in the low fidelity problem such that

the volume averaged temperatures for the high fidelity solution are equivalent to the low fidelity

solution. This resulting low fidelity solution must then be mapped onto the high fidelity mesh

in order to evaluate the high fidelity residual used with the adjoint to evaluate the difference

metric. The current mapping method is simple linear interpolation between low fidelity node

solutions. Figure 2.1 below shows a representative grid of a high and low fidelity problem con-

taining 8 and 4 nodes respectively. The ∆rl values are selected such that the high and low

temperature locations for the quantity of interest match.
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Figure 2.1: Low and high fidelity representative mesh such that the quantity of
interest locations match for four and eight ring models

The adjusted parameters used in the low fidelity problem are defined as follows. For the fuel

region, we have

keff = kf

[
Tfi+1,j

− Tfi,j
T̄fl+1,j

− T̄fl,j

]
∆rl
∆ri

(2.4)

where the subscript l denotes the low fidelity node number and T̄fl,j denotes the high fidelity

temperature solution mapped to the low fidelity mesh. Using keff values instead of k values

ensures that the heat flux between radial rings is equal for both models.

Similarly, for the low fidelity coolant equations, the following adjusted convection coefficient

is used

heff = hc

[
TfN∗r ,j

− Tcj
T̄fNrl,j

− T̄cjl

]
(2.5)

where T̄fNrl,j
and T̄cjl denote the low fidelity final ring temperature and coolant temperature

respectively for node j. Similarly to the previous expression, this ensures that the heat flux at

the pin boundary is the same for both the high and low fidelity. Using these adjusted parameters

with the finite differenced coolant equations represented in the previous section will result in
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an equality between high and low fidelity volume averaged temperatures. Because the adjusted

parameters are calculated using steady state values, the average high fidelity fuel temperatures

will not match the low fidelity fuel temperatures during transients.

Similarly to the high fidelity forward problem, the low fidelity steady state discretized prob-

lem is

˜̄Aφ̃ + d̃ = 0 (2.6)

with φ̃ =
[
T̃f T̃c

]T
. The low fidelity steady state temperature operator ˜̄A is a coarse version of

¯̄A using the keff and heff constants for the fluid and fuel equations. The matrix structure of˜̄A will have the same structure as ¯̄A but with fewer rows dedicated to radial temperatures.

The time dependent low fidelity solution will have the following structure

˜̄Cn+1φ̃n+1 = − ˜̄Bn+1φ̃n + Q̃n+1 (2.7)

with

˜̄Cn+1 ≡
[
γ̃¯̄I−∆tn

˜̄An+1

]
˜̄Bn+1 ≡

[
γ̃¯̄I−∆tn

˜̄An

]
Q̃n+1 ≡ α∆tnd̃n+1 + (1− α)∆tnd̃n

Linear interpolation between low fidelity temperatures for mapping onto the high fidelity

mesh will also cause a discrepancy between fidelity temperatures for both steady state and time

dependent problems. It is important to note that although the low fidelity problem is using a

finite difference scheme on a coarser mesh, refinement is not the only difference between high

fidelity and low fidelity problems. If this were the case, the adjoint methods presented in this

thesis would simply be an extension to adaptive meshing applied to a heat conduction problem.

Since the low fidelity problem uses adjusted convection and conduction coefficients in addition

to linear interpolation, it can be thought of as a separate mathematical model for predicting

fuel temperatures on a radial mesh comparable to the high fidelity finite difference scheme.

2.1.3 Forward Analytic Solution

An analytic solution to the steady state forward equations was determined for verification pur-

poses. For this thesis, much of the verification work was done with the steady state problem
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since time dependent adjoint behavior was found to be a trivial extension. A constant heat gen-

eration was assumed to help simplify analytic derivations. What follows is the determination

of an analytic solution to the steady state forward problem with constant heat generation.

Start with the steady state forward problem definition

−
kf
r

∂

∂r

(
r
∂Tf
∂r

)
= q′′′ = constant (2.8)

ccpṁc
dTc
dz
− 2πRq′′ = 0 (2.9)

Tc|z=0 = Tcin ,
∂Tf
∂r

∣∣∣∣
r=0

= 0

−kf
∂Tf
∂r

∣∣∣∣
r=R

= hc
(
Tf |r=R − Tc

)
= q′′

∣∣
r=R

Solving for the heat flux q′′ at the pin surface:

q′′′
(
πR2H

)
= q′′ (2πRH)

q′′
∣∣
r=R

= q′′′
πR2H

2πRH
= q′′′

R

2

The coolant equation becomes

∂Tc
∂z

= q′′′
R

2ccpṁc
2πR =

q′′′πR2

ccpṁc

Integrating from 0 to z ∫ z

0

(
∂Tc
∂z′

=
q′′′πR2

ccpṁc

)
dz′

Tc(z)− Tc(0) =
q′′′πR2

ccpṁc
z

Tc(z) =
q′′′πR2

ccpṁc
z + Tc(0)

which is defined for a given incoming coolant temperature.

To solve for Tf (r), the fuel equation is first integrated from 0 to r:∫ r

0

(
−
kf
r′

∂

∂r′

(
r′
∂Tf
∂r′

)
= q′′′

)
r′dr′
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−kf r′
∂Tf
∂r′

∣∣∣∣r
0

=
q′′′

2
r2

Applying the boundary condition
∂Tf
∂r

∣∣∣∣
r=0

= 0 results in

∂Tf
∂r

= − q′′′

2kf
r

Integrating from r to R ∫ R

r

(
∂Tf
∂r′

= − q′′′

2kf
r′
)
dr′

[
Tf
(
r′, z

)
= − q′′′

4kf
r′2
]R
r

Tf (r, z) = Tf (R, z) +
q′′′

4kf

(
R2 − r2

)
Examining the boundary condition for Tf (R):

q′′
∣∣
r=R

= q′′′
R

2
= hc (Tf (R, z)− Tc(z))

Tf (R, z) = q′′′
R

2hc
+ Tc(z)

and substituting this expression for Tf (R, z) into the previous solution for Tf (r, z) results in

the following expression:

Tf (r, z) = q′′′
R

2hc
+ Tc(z) +

q′′′

4kf

(
R2 − r2

)
This analytic forward solution is used for verification with the discrete forward problem as

well as with the analytical adjoint.

2.2 Adjoint Problem

Adjoint techniques are employed in order to evaluate the difference between a high fidelity and

low fidelity fuel temperature at specific locations of interest. In order to derive the functional,

the following Quantity of Interest associated with the difference between the high and low

fidelity solution is examined. This response is written as

< ≡
〈
f̄R, T̄ − T̃

〉
t,z,r

where subscripts t, z, and r define the dimensions of the inner product, f̄R defines the response
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function for the Quantity of Interest, T̄ denotes the high-fidelity solution vector, and T̃ denotes

the low fidelity solution vector. The vector dependence captures the coolant and fuel temper-

atures, T̄ = (Tf Tc)
T . Set Q̄† ≡ f̄R and ¯̄A†

[
T̄ †
]

= Q̄†, where the matrix operators still denote

continuous versus discretized operators, produces

< ≡
〈
f̄R, T̄ − T̃

〉
t,z,r

=
〈

¯̄A†[T̄ †], T̄ − T̃
〉
t,z,r

=
〈
T̄ †, ¯̄A[T̄ − T̃ ]

〉
t,z,r

+BC + IC + FC =
〈
T̄ †, ¯̄A[T̄ ]− ¯̄A[T̃ ]

〉
t,z,r

+BC + IC + FC

where BC, IC, and FC represent the boundary conditions, initial condition, and final condition

that are the byproducts of the formulation of ¯̄A from ¯̄A†. Note that the expression ¯̄A[T̄ ] = Q̄ is

exact. Therefore we have

< =
〈
T̄ †, Q̄− ¯̄A[T̃ ]

〉
+BC + IC + FC

After defining the residual, r̄ = Q̄− ¯̄A[T̃ ], the response is written as

< =
〈
T̄ †, r̄

〉
t,z,r

+BC + IC + FC

Properly defining the adjoint problem will ensure that

BC + IC + FC = 0

so that the only remaining term is the inner product. Therefore, given a residual from the low

fidelity solution T̃ operated on by the high fidelity operator, an inner product with the appro-

priate adjoint will yield the difference between the high and low fidelity temperatures at the

appropriate location of interest.

This project investigated the possibility to estimate the response by using a low fidelity

adjoint solution in place of the high fidelity adjoint. This approach would evaluate the response

using

<̃ =
〈
T̃ †, r̄

〉
t,z,r

where T̃ † is the elongated low fidelity adjoint solution found by evaluating

˜̄A† [T̂ †] = Q̃†

and
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T̃ † = ˜̄E†T T̂ †
We define ˜̄E†t is an elongation operator that projects the coarsened low fidelity adjoint

solution onto the high fidelity mesh. This implies that if

¯̄A† ˜̄E†T ˜̄A†−1 = Q̃† = Q̄†

then exact values of the response are obtained. By inspection, it can be seen that if

˜̄E†T ˜̄A†−1 = ¯̄A†−1

holds, one would think that there may also be definitions for Q̃† that could enforce this equality.

However, since ˜̄E†T is a non-square matrix leading to an ill posed problem, the best one can do

is a least squares approximation.

If the response found using the low fidelity adjoint solution results in temperature differ-

ences that are within an appropriate tolerance, then the low fidelity solution could be used

to effectively estimate the difference between the high and low fidelity solutions without ever

needing to explicitly solve the high fidelity problem. This method is the primary means for

which a low fidelity problem can determine at which times and locations it is necessary to use a

higher level of fidelity without unduly compromising its greater level of computational efficiency

as compared to the high fidelity problem.

In order to accomplish this, an appropriate method for determining a low fidelity adjoint

operator and elongation operator that will map the low fidelity problem onto the high fidelity

spatial and temporal mesh must be developed. What follows in this section is a detailed account

of various adjoint problem definitions and their resulting system of expressions used to deter-

mine either the high or the low fidelity adjoint solutions. Understanding their similarities and

differences is integral to evaluating the behavior of adjoint methods used for adaptive model

refinement.

2.2.1 Mathematical Adjoint

The mathematical adjoint is derived from the forward time dependent discretized problem much

in the same way as described in section 1.3.2. Starting with the block matrix system from the

discretized forward problem represented by equation (2.3)
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¯̄C1

¯̄B2
¯̄C2

¯̄B3
¯̄C3

. . .
. . .



φ̄1

φ̄2

φ̄3
...

 =


Q̄1

Q̄2

Q̄3

...


we derive the adjoint problem by taking the transpose of the above system.

¯̄C∗1
¯̄B∗2
¯̄C∗2

¯̄B∗3
¯̄C∗3

. . .

. . .



φ̄
∗
1

φ̄
∗
2

φ̄
∗
3

...

 =


Q̄∗1
Q̄∗2
Q̄∗3
...


with the adjoint matrix operators

¯̄C∗ = ¯̄CT, ¯̄B∗ = ¯̄BT

and

¯̄C∗n+1 ≡
[
γ̄¯̄I−∆tn

¯̄A∗n+1

]
¯̄B∗n+1 ≡

[
γ̄¯̄I−∆tn

¯̄A∗n

]
Q̄∗n+1 ≡ α∆tnd̄

∗
n+1 + (1− α)∆tnd̄

∗
n

This results in the general time dependent mathematical adjoint expression

¯̄C∗nφ̄
∗
n+1 + ¯̄B∗n+1φ̄

∗
n = Q̄∗n (2.10)

The matrix operator ¯̄A∗n+1 is derived by taking the transpose of ¯̄An+1. Using the definition

of this matrix shown previously, this transposed adjoint matrix becomes

¯̄AT =

[
¯̄DT
f

¯̄OT
c

¯̄OT
f

¯̄DT
c

]
with
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¯̄DT
f =



−a2 a2

a2 b3 a3

a3 b4 a4

. . .

aNr−2 bNr−1 aNr−1

aNr−1 e
. . .


, ¯̄OT

c =



...

f
. . .

f
. . .

f


,

¯̄DT
c =


m k

m k
. . .

m

 , ¯̄OT
f =


. . . f

. . .

f


The definitions for the constants shown in the previous matrix are the same as those used

for the forward matrix operator ¯̄An+1. Operating on the adjoint solution vector φ̄
∗
n =

[
T̄ ∗f T̄

∗
c

]T
results in a system of linear equations that can be solved with the given final condition T̄ ∗f =

T̄ ∗c = 0.

Examination of Discrete Adjoint Equations as ∆r,∆z → 0

Multiplying the previously defined adjoint operator ¯̄A∗ by it’s solution vector T̄ ∗ =
[
T ∗f T

∗
c

]T
results in the following set of equations.

ai−1T
∗
fi−1,j

+ biT
∗
fi,j

+ aiT
∗
fi+1,j

= Q∗i,j (1a)

aNr−1T
∗
fNr−1,j

+ eT ∗f∗Nr,j

∗ + fT ∗cj = Q∗Nr,j
(2a)

fT ∗f∗Nr,j
+mT ∗cj + hT ∗cj+1

= Q∗cj (3a)

fT ∗f∗
N∗r ,Nz

+mT ∗cNz
= Q∗cNz

(4a)

Examining equation 1a, we have the following dicretized relationship

ai−1T
∗
fi−1,j

+ biT
∗
fi,j

+ aiT
∗
fi+1,j

= 2πkf
ri
∆r

T ∗fi+1,j
− 2πkf

( ri
∆r

+
ri−1

∆r

)
T ∗fi,j + 2πkf

ri−1

∆r
T ∗fi−1,j

= 2πkf

[
ri
T ∗fi+1,j

− T ∗fi,j
∆r

− ri−1

T ∗fi,j − T
∗
fi−1,j

∆r

]
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In order to examine this equation as it approaches the continuous or analytic adjoint equa-

tion, we operate on the previous expression with lim
∆r→0

lim
∆r→0

(
2πkf

[
ri
T ∗fi+1,j

− T ∗fi,j
∆r

− ri−1

T ∗fi,j − T
∗
fi−1,j

∆r

])

= 2πkf

[
r
∂T ∗f
∂r

]ri+1

ri

We then recognize that this expression is equal to

kf

ri+1∫
ri

dr2πr

[
1

r

∂

∂r

(
r
∂T ∗f
∂r

)]
= kf

ri+1∫
ri

2πr∇2
rT
∗
f

Demanding point-wise equality of the energy balance equation implies the term

kf∇2
rT
∗
f

which matches the fuel temperature expression in the analytic adjoint.

Performing the same analysis on equation 2a

aNr−1T
∗
fNr−1,j

+ eT ∗fN∗r ,j
+ fT ∗cj

= 2πkf
rNr−1

∆r
T ∗fNr−1,j

−
(

2πkf
rNr−1

∆r
+ Sfhc

)
T ∗fN∗r

+ 2πhcT
∗
cj

= −2πkfrNr−1

T ∗fN∗r ,j
− T ∗fNr−1,j

∆r
+ 2πrNrhc

(
T ∗cj − T

∗
fN∗r ,j

)
We then impose the following boundary condition

−kf
∂T ∗f
∂r

∣∣∣∣
r=R

= hc

(
T ∗fN∗r ,j

− T ∗cj
)

resulting in

−2πkfrNr−1

T ∗fN∗r ,j
− T ∗fNr−1,j

∆r
+ 2πkf

∂T ∗f
∂r

∣∣∣∣
r=R

We again operate on the previous expression with lim
∆r→0
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lim
∆r→0

2πrNrkf

[
∂T ∗f
∂r

∣∣∣∣
r=R

− rNr−1

T ∗fNr,j
− T ∗fNr−1,j

∆r

]

= 2πkf

[
r
∂T ∗f
∂r

]rNr

rNr−1

which results in

−2πkfrNr−1

T ∗fN∗r ,j
− T ∗fN∗r−1,j

∆r
+ 2f

∂T ∗f
∂r

∣∣∣∣
r=R

Operate on the previous expression with lim
∆r→0

lim
∆r→0

(
−2πkfrNr−1

T ∗fN∗r ,j
− T ∗fN∗r−1,j

∆r
+ 2f

∂T ∗f
∂r

∣∣∣∣
r=R

)

= 2πkf

[
r
∂T ∗f
∂r

]rNr

rNr−1

Recognize that this expression is equal to

rNr∫
rNr−1

dr2πr

[
1

r

∂

∂r

(
r
∂T ∗f
∂r

)]
= kf

rNr∫
rNr−1

dr2πr∇2
rT
∗
f

Again, demanding point wise equality of the energy balance term implies the term

= kf∇2
rT
∗
f

Examining equation 3a and noting that Sf = 2πR

fT ∗fN∗r ,j
+mT ∗cj + hT ∗cj+1

= SfhcT
∗
fN∗r ,j

−
(
hcSf −

cpcṁc

∆z

)
T ∗cj −

cpcṁc

∆z
T ∗cj+1

= −cpcṁc

T ∗cj+1
− T ∗cj

∆z
+ hcSf

(
T ∗fN∗r ,j+1

− T ∗cj
)

We then impose the following source term

q′′|r=R = hc

(
T ∗fN∗r ,j

− T ∗cj
)
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Operate on the previous expression with lim
∆z→0

lim
∆z→0

[
−cpcṁc

(
T ∗cj+1

− T ∗cj
∆z

)
+ Sq′′

]

= −cpcṁc
∂T ∗c
∂z

+ S q′′|r=R

Performing the limit analysis on equation 4a

fT ∗fN∗r ,Nz
+mT ∗cNz

= SfhcT
∗
fN∗r ,Nz

−
(
hcSf −

cpcṁc

∆z

)
T ∗cNz

= cpcṁc

(
T ∗cNz

∆z

)
+ 2πRhc

(
T ∗fNr,Nz

− T ∗cNz

)

It is inferred by the structure of the adjoint operator
¯̄
A† shown previously that the following

boundary conditions also apply:

∇ T †f

∣∣∣
r=0

= 0

T †c

∣∣∣
z=H

= 0

From this analysis, we have the following adjoint equations

kf∇2T †f = Q†f

cpcṁc
∂T †c
∂z
− q′′

∣∣
r=R

= Q†c

with the following boundary conditions

∇ T †f

∣∣∣
r=0

= 0 T †c

∣∣∣
z=H

= 0
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q′′
∣∣†
r=R

= hc

(
T †f

∣∣∣
r=R
− T †c

)
= −kf

∂T †f
∂r

∣∣∣∣∣
r=R

2.2.2 Analytic Adjoint

An alternative way to derive the adjoint equations is to consider an adjoint problem as derived

from the continuous forward equations. This process is briefly described in section 1.3.2 and is

now presented in detail for the time dependent forward equations. For this derivation, it was

necessary to derive a functional based on the forward operators. Rewrite the forward analytic

equations (1.5) - (1.9) as operators on temperature values

Oc( ) ≡ ccpρcAx
∂( )
∂t + ccpṁc

∂( )
∂z

Of ( ) ≡ cfpρf ∂( )
∂t − kf∇

2
r( )

Oc [Tc] = −Sfkf∇r Tf |r=R
Of [Tf ] = q′′′

h
(
Tf |r=R − Tc

)
= −kf∇r Tf |r=R

Tc|t=0 = T
(o)
c Tc|z=0 = T Inc

Tf |t=0 = T
(o)
f ∇r Tf |r=o = 0

The Quantity of Interest associated with the difference between the high fidelity solution

and the low fidelity solution is examined. This response is written as

< ≡
〈
f̄R, T̄ − T̃

〉
t,z,r

=
〈
T̄ †, Q̄− ¯̄A[T̃ ]

〉
+BC + IC + FC

After defining the residual, r̄ = Q̄− ¯̄A[T̃ ], the following expression is produced:

< =
〈
T̄ †, r̄

〉
t,z,r

+BC + IC + FC

Writing out the forward equations reveals the action of the ¯̄A operator for which we seek

the adjoint and associated BC, IC, and FC terms. We also scale the coolant equation by[
R2

2

Sf
R

]−1

=

[
1

πR2

]
anticipating the necessity to relate the fuel and coolant terms with one

another. The fuel and coolant equations are then.
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[
1

πR2

] (
ccpρcAx

∂
∂t + ccpṁc

∂
∂z

)
Tc +

[
1

πR2

] (
kfSf∇rTf |R

)
= 0

(
cfpρf

∂
∂t − kf∇

2
r

)
Tf = q′′′

By demanding that 〈
T̄ †, ¯̄AT̄

〉
=
〈

¯̄A†T̄ †, T̄
〉

for any T̄ and T̄ † that satisfies specified BC, IC, and FC, the equations are defined along

with the BC, IC, and FC terms. Demanding this holds for any T̄ and T̄ † implies point-wise

enforcement. The forward equations and their respective boundary and initial conditions are

known. To obtain the similar equations for the adjoint problem, the operator must be isolated

to operate on the adjoint temperatures in the inner products. The required equations are found

by writing the inner products and using integration by parts.

〈
T †c ,
[

1
πR2

]
ccpρcAx

∂Tc
∂t

〉
t,z,r

=
[

1
πR2

]
ccpρcAx

R∫
0

rdr
H∫
0

dz
tF∫
0

dt∂Tc∂t T
†
c

=
[

1
πR2

]
ccpρcAx

R∫
0

rdr
H∫
0

dz

[
T †c Tc

∣∣∣tf
0
−

tF∫
0

dt∂T
†
c

∂t Tc

]

=
[

1
πR2

]
ccpρcAx

〈
T †c , Tc

〉
z,r

∣∣∣∣tF
0

−
[

1
πR2

]
ccpρcAx

〈
∂T †c
∂t , Tc

〉
t,z,r

The
〈
cfpρfT

†
f ,

∂Tf
∂t

〉
and

〈
T †c ,
[

1
πR2

]
ccpṁc

∂Tc
∂z

〉
inner products are developed similarly such

that

〈
T †f , c

f
pρf

∂Tf
∂t

〉
t,z,r

= cfpρf

〈
T †f , Tf

〉
z,r

∣∣∣∣tF
0

− cfpρf
〈
∂T †f
∂t , Tf

〉
t,z,r

〈
T †c ,
[

1
πR2

]
ccpṁc

∂Tc
∂z

〉
t,z,r

=
[

1
πR2

]
ccpṁc

〈
T †c , Tc

〉
t,r

∣∣∣∣H
0

−
[

1
πR2

]
ccpṁc

〈
∂T †c
∂z , Tc

〉
t,z,r

Green’s Theorem is applied to
〈
T †f ,−kf∇

2
rTf

〉
to obtain

〈
T †f ,−kf∇

2
rTf

〉
t,z,r

= −kf
〈
T †f , r∇rTf − Tf , r∇rT

†
f

〉
t,z

∣∣∣∣R
0

− kf
〈
∇2
rT
†
f , Tf

〉
t,z,r
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The resulting BC, IC, and FC terms found in the functional are

〈
T †c ,
[

1
πR2

]
ccpρcTc

〉
z,r

∣∣∣∣tF
0

,
〈
T †f , c

f
pρfTf

〉
z,r

∣∣∣∣tF
0

,
〈
T †c ,
[

1
πR2

]
ccpṁcTc

〉
t,r

∣∣∣∣H
0

,

−kf
〈
T †f , r∇rTf − Tf , r∇rT

†
f

〉
t,z

∣∣∣∣R
0

Included in this list of remaining terms is the inner product with T †c with the following heat

flux term from the coolant equation〈
T †c ,

[
1

πR2

]
kfSf∇rTf

∣∣
R

〉
t,z,r

Noting that Tc and Tf actually denote ∆Tc ≡ Tc−T (o)
c and ∆Tf ≡ Tf −T

(o)
f , the “natural”

boundary and initial conditions for the forward problem are imposed. These conditions are

written as

Tc|z=0 = Tc|t=0 = Tf |t=0 = 0

Additionally, the adjoint final and boundary conditions are free to select and imposed to be

the following to remove the BC and FC terms

T †c

∣∣∣
z=H

= T †c

∣∣∣
t=tF

= T †f

∣∣∣
t=tF

= 0

The remaining terms that appear in the functional are as follows:

−kf
〈
T †f , r∇rTf − Tf , r∇rT

†
f

〉
t,z

∣∣∣∣R
0

+
〈
T †c ,

[
1

πR2

]
kfSf∇rTf

∣∣
R

〉
t,z,r

The expression
〈
T †f , r∇rTf − Tf , r∇rT

†
f

〉
t,z

∣∣∣∣
r=0

= 0 is true due both to symmetry within

the geometry of the problem as well as due to the r variable present. The remaining terms

−kfR
〈
T †f ,∇rTf − Tf ,∇rT

†
f

〉
t,z

∣∣∣∣
r=R

+
〈
T †c ,

[
1

πR2

]
kfSf∇rTf

∣∣
R

〉
t,z,r

can be eliminated by first completing the r integration of the second term. This is possible since

there is no r dependence of the function’s inner product. This produces

(
R2

2

) [
1

πR2

]
Sfkf

〈
T †c ,∇rTf

〉
t,z

∣∣∣∣
r=R

= kfR
〈
T †c ,∇rTf

〉
t,z

∣∣∣∣
r=R

This will produce the remaining BC terms in the functional
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−kfR
〈
T †f ,∇rTf − Tf ,∇rT

†
f

〉
t,z

∣∣∣∣
r=R

+ kfR
〈
T †c ,∇rTf

〉
t,z

∣∣∣∣
R

= 0

Next we impose

−kf∇rTf |r=R = hc
(
Tf |r=R − Tc

)
which produces the following BC terms in the functional

hcR
〈
T †f , (Tf − Tc)

〉∣∣∣
r=R

+ kfR
〈
Tf ,∇rT †f

〉
t,z

∣∣∣∣
r=R

− hcR
〈
T †c , (Tf − Tc)

〉
t,z

∣∣∣∣
r=R

= R
〈
Tf ,
[
kf∇rT †f + hc

(
T †f − T

†
c

)]〉
t,z

∣∣∣∣
r=R

− hcR
〈
Tc,
(
T †f − T

†
c

)〉
t,z

∣∣∣∣
r=R

To make stationary with respect to Tf , impose

−kf∇rT †f
∣∣∣
r=R

= hc

(
T †f

∣∣∣
r=R
− T †c

)
which eliminates the first term in the remaining functional. For the final term, we use the

previously defined BC and return the r dependence to the inner product.

−hcR
〈
Tc,
(
T †f − T

†
c

)〉
t,z

∣∣∣∣
r=R

=
〈
Tc,

2
Rkf ∇rT

†
f

∣∣∣
r=R

〉
t,z,r

Let us define the adjoint heat flux at the pin surface as:

q
′′†
∣∣∣
r=R

= −kf∇rT †f
∣∣∣
r=R

= hc

(
T †f

∣∣∣
r=R
− T †c

)
Gathering up all terms with Tc on one side of the inner product produces the following:

−1
πR2

[
ccpρcAc

∂( )
∂t + ccpṁc

∂( )
∂z

]
T †c − 2

R q
′′†
∣∣∣
r=R

= Q†c

which can be scaled similarly to the forward coolant equation by multiplying through by

πR2.

Doing likewise for Tf produces

−
[
cfpρf

∂( )
∂t + kf∇2

r( )
]
T †f = Q†f

Summarizing the following analytic adjoint operators and previously defined boundary con-

ditions are given by
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O†c( ) = −ccpρcAc
∂( )
∂t − c

c
pṁc

∂( )
∂z

O†f ( ) = −ρf ∂( )
∂t − kf∇

2
r( )

O†c
[
T †c
]

= −Sfkf∇r T †f
∣∣∣
r=R

+Q†c

O†f

[
T †f

]
= Q†f

F.C. T †c

∣∣∣
t=tF

= T †f

∣∣∣
t=tF

= 0

B.C. T †c

∣∣∣
z=H

= 0, ∇r T †f
∣∣∣
r=0

= 0

−kf∇rT †f
∣∣∣
r=R

= hc

(
T †f

∣∣∣
r=R
− T †c

)
= q

′′†
∣∣∣
r=R

These equations are equivalent to the previously presented adjoint equations (1.10) - (1.14).

In order to solve these equations, a similar discretization technique to that of the forward high

fidelity solution is employed.

2.2.3 Analytic Adjoint Solution

An analytic solution to the adjoint equations was derived in order to help verify mathematical

and physical adjoint behavior. Similar to the analytical solution derived for the forward problem,

the system is assumed to be at steady state. These steady state adjoint equations as determined

by the analytic adjoint problem derivation can be written as

−
kf
r

∂

∂r

(
r
∂T ∗f
∂r

)
= Q∗ (2.11)

−ccpṁc
dT ∗c
dz
− 2πRq′′∗ = 0 (2.12)

T ∗c |z=H = 0,
∂T ∗f
∂r

∣∣∣∣
r=0

= 0

−kf
∂T ∗f
∂r

∣∣∣∣
r=R

= hc

(
T ∗f
∣∣
r=R
− T ∗c

)
= q′′∗

∣∣
r=R

The adjoint source term is defined at the location of interest as

Q∗ =
1

2πr
δ (r − ro) δ (z − zo)

We first examine the problem space for zo < z ≤ H. Integrating equation (2.11) from

r′ = (0, r) with 0 ≤ r < R and applying the boundary condition at r = 0 results in the
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following expression for T ∗f : ∫ r

0
dr′2πr′

[
−kf
r′

∂

∂r

(
r′
∂T ∗f
∂r′

)
= 0

]

r′
∂T ∗f
∂r′

∣∣∣∣r
0

= r
∂T ∗f
∂r

= 0

T ∗f (r, z) = constant in r

Therefore, q′′∗|r=R = −kf
∂T ∗f
∂r r=R

= 0 for zo < z ≤ H. Integrating equation (2.12) from

z′ = (z,H) with zo < z ≤ H and applying the boundary condition at z = H results in the

following expression for T ∗c : ∫ H

z
dz′
[
−ccpṁc

dT ∗c
dz′

]
= 0

T ∗c |
H
z = constant

T ∗c = 0

In order to satisfy the boundary condition at r = R, it follows that

T ∗f

∣∣∣
r=R

= T ∗c and thus T ∗f = 0 for zo < z ≤ H and all r.

Consider the analytical solution at z = zo. By the previous argument, the adjoint fuel

temperature solution for 0 ≤ r < ro and z = zo is

T ∗f (r, z)
∣∣
z=zo

= co fo(z)|z=zo

where fo(z) is some function of z. Considering the limit of the solution a distance of ε << 1

around ro, a boundary condition at the r = ro and z = zo position is

lim
ε→0

[∫ ro+ε

ro−ε
−2πrdr

kf
r

∂

∂r

(
r
∂T ∗f
∂r

)
=

∫ ro+ε

ro−ε
2πrdr

δ (r − ro) δ (z − zo)
2πr

]
z=zo

lim
ε→0

[
−kf (2πr)

∂T ∗f
∂r

∣∣∣∣ro+ε

ro−ε
= δ (z − zo)

]
z=zo

This implies that

T ∗f (r, z) = T̂ ∗f (r)δ (z − zo)

Dividing through by δ (z − zo) results in the following expression
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lim
ε→0

−kf (2πr)
∂T̂ ∗f
∂r

∣∣∣∣∣
ro+ε

ro−ε

= 1


z=zo

Noting that T̂ ∗f (r) = co for r < r0, we can eliminate the derivative at ro− ε and are left with

lim
ε→0

[
−kf (2πr)

∂T̂ ∗f
∂r

∣∣∣∣∣
ro+ε

= 1

]
z=zo

which defines a boundary condition.

Integrating the fuel adjoint equation from ro+ε to r for ro < r ≤ R and using the previously

defined boundary condition results in the following:

lim
ε→0

[∫ r

ro+ε

(
−
kf
r′

∂

∂r′

(
r′
∂T ∗f
∂r′

))
2πr′dr′

]
z=zo

= 0

lim
ε→0

[
−2πkfr

′∂T
∗
f

∂r′

∣∣∣∣r
ro+ε

]
z=zo

= 0

−2πkfr
∂T ∗f
∂r
− 1

∣∣∣∣
z=zo

= 0

∂T ∗f
∂r

∣∣∣∣
z=zo

=
1

r

(
−1

2πkf

)
which satisfies the BC at ro + ε. The general solution for the above differential equation is

T ∗f
∣∣
z=zo

= (c̃o + c̃1 ln r) f1(z)|z=zo

with

c̃1 = − 1

2πkf

The temperature across the interface at ro is constrained such that

lim
ε→0

[
T ∗f (ro + ε , z) = T ∗f (ro − ε, z)

]
z=zo

This can be justified due to the fact that integrating the Q∗ delta function across ro at

z = zo produces an expression for the derivative of T ∗f

∣∣∣
z=zo

that is finite. Since the derivative

of T ∗f

∣∣∣
z=zo

at r = ro is finite, there can be no jump discontinuity in T ∗f

∣∣∣
z=zo

at r = ro and the
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previously defined constraint holds. This implies that

[fo(z) = f1(z) = δ(z − zo)]z=zo

Applying the boundary condition for T ∗f

∣∣∣
z=zo

at r = ro+ε results in the following expression

for co

co =
−1

2πkf
ln ro + c̃o

Substituting T ∗f = c̃o + c̃1 ln (r) into the pin surface boundary condition at r = R and

integrating in the limit about zo results in the following pin surface relationship

−kf
c̃1

R
= h

c̃1 lnR+ c̃o − lim
ε→0

zo+ε∫
zo−ε

T ∗c (z)dz


The term

zo+ε∫
zo−ε

T ∗c (z)dz = 0 due to the fact that T ∗c (z) is finite over the interval. Solving for

c̃o

c̃o =

(
kf
hR

+ lnR

)(
−1

2πkf

)
=

1

2π

(
1

hR
+

1

kf
lnR

)
Integrating about z = zo in the limit, the adjoint coolant equation is written as

lim
ε→0

zo+ε∫
zo−ε

[
−ccpṁc

dT ∗c (z)

dz
= 2πRq′′∗ = −2πR

1

2πkf

kf
R
δ (z − zo) = δ (z − zo)

]
producing

lim
ε→0

T ∗c (z)
∣∣∣z+ε
z−ε

= − 1

ccpṁc

Using the solution for z > zo renders

lim
ε→0

T ∗c (z − ε) =
1

ccpṁc

which is a jump boundary condition for T ∗c at z = zo.

Solving the adjoint coolant equation for 0 ≤ z < zo obtains T ∗c (z) = c̃3, therefore we have

for 0 ≤ z < zo
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T ∗c (z) = c̃3 = lim
ε→0

T ∗c (zo − ε) =
1

ccpṁc

As shown for z > zo, there is a solution for the adjoint fuel temperature with z < zo such

that

T ∗f (r, z) = constant in r

Applying the boundary condition and solving for T ∗f (r, z) with z < zo,

−kf
∂T ∗f
∂r

∣∣∣∣
r=R

= 0 = hc

(
T ∗f
∣∣
r=R
− T ∗c

)
T ∗f (r, z) = T ∗f

∣∣
r=R

=
1

ccpṁc

Thus the analytical solution for the adjoint coolant and fuel temperatures for a location of

interest at z = zo and r = ro can be written as

T ∗f (r, z) =



0 0 ≤ r ≤ R, zo < z ≤ H

coδ(z − zo) 0 ≤ r < ro, z = zo(
co + c̃1 ln

(
r

ro

))
δ (z − zo) ro ≤ r ≤ R, z = zo

c1 0 ≤ r ≤ R, 0 ≤ z < zo

T ∗c (z) =

0 zo < z ≤ H

c1 0 ≤ z < zo

with

co =
1

2π

(
1

hR
+

1

kf
ln

(
R

ro

))
c1 =

1

ccpṁc

c̃1 = − 1

2πkf

This analytic solution only applies to steady state systems with the Q∗ defined by Dirac delta

functions as noted. In order to analyze the discrete system, we have to change the definition of

Q∗ to match the discrete adjoint source term.
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Physical Error Metric for High and Low Fidelity Solutions

For verification of the physical high fidelity solution, the response function < ≡
〈
f̄R, T̄ − T̃

〉
z,r

is evaluated using the analytic solutions to the steady state adjoint and forward problems. The

low fidelity solution is defined to be a constant in both the fuel and coolant regions of the

problem space and is written as:

T̃f (r, z) = T̃c(z) = b0

This low fidelity analytical solution will hold for the initial condition and all forward bound-

ary conditions if bo = Tc(z)|z=0.

In order to evaluate the error metric, the residual r̄ = A[T̃ ] − Q is determined using the

previously defined low fidelity solution:

−
kf
r

∂

∂r

(
r
∂

∂r

(
T̃f

))
− q′′′ = −

kf
r

∂

∂r

(
r
∂

∂r
(bo)

)
− q′′′

= −q′′′

ccpṁc
d

dz

(
T̃c

)
+ 2πRkf

∂T̃f
∂r

∣∣∣∣∣
r=R

= ccpṁc
d

dz
(bo)− 2πRkf

∂

∂r
(bo)

= 0

The residual vector for the given low fidelity T̃ solution is therefore

r̄ = [−q′′′ 0]T

The inner product
〈
T̄ ∗, r̄

〉
z,r

should be equal to
〈
Q̄∗, ē

〉
z,r

= e(ro, zo). This error term can

be written explicitly as

e(ro, zo) = bo − Tf (ro, zo)

= −q′′′ R
2hc
− q′′′

4kf

(
R2 − r2

o

)
− q′′′πR2zo

ccpṁc
− Tc(0) + bo

Rewriting T ∗f (r, z) using heaviside step functions

T ∗f (r, z) = [1−H (z − zo)] c1 + coδ (z − zo) +H (r − ro) c̃1 ln

(
r

ro

)
δ (z − zo)
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evaluating the inner product
〈
T̄ ∗, r̄

〉
z,r

〈
T̄ ∗, r̄

〉
z,r

=

∫ R

0
2πrdr

∫ H

0
dz
[
−q′′′

(
T ∗f (r, z)

]

= −2πq′′′
[∫ R

0
rdr

∫ zo

0
dz c1 +

∫ R

0
rdr co +

∫ R

ro

rdrc̃1 ln

(
r

ro

)]

= −2πq′′′
[
R2zoc1

2
+
co
2
R2 − c̃1

2
ln ro

(
R2 − r2

o

)
+
c̃1

4

[
R2 (2 lnR− 1)− r2

o (2 ln ro − 1)
]]

Rewriting using the definition of the constants from the analytical adjoint derivation

= −2πq′′′
[
R2zo
2ccpṁc

− r2
o

4πkf
ln ro +

R2

2

[
1

2π

(
1

hcR
+

1

kf
lnR

)]

− 1

8πkf

[
R2 (2 lnR− 1)− r2

o (2 ln ro − 1)
]]

= −2πq′′′
[
R2zo
2ccpṁc

−
���

��r2
o

4πkf
ln ro +

R

4πhc
+
��

���R2

4πkf
lnR

−
��

���R2

4πkf
lnR+

R2

8πkf
+
���

��r2
o

4πkf
ln ro −

r2
o

8πkf

]

= −2πq′′′
[
R2zo
2ccpṁc

+
R

4πhc
+

1

8πkf

(
R2 − r2

o

)]

= −q
′′′πR2zo
ccpṁc

− q′′′R

hc
− q′′′

4kf

(
R2 − r2

o

)
setting bo = Tc(0), we have

〈
T̄ ∗, r̄

〉
z,r

= −q
′′′πR2zo
ccpṁc

− q′′′R

hc
− q′′′

4kf

(
R2 − r2

o

)
=
〈
Q̄∗, ē

〉
z,r

which shows that the analytical adjoint solution in conjunction with the analytic forward solu-

tion can exactly calculate the difference between the high and low fidelities at a given location

of interest.
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Analytic Adjoint Solution Using Discrete Step Function for Q∗

In order to apply the analytical adjoint solution to the discretized mathematical problem, a

Q∗ value was needed that matched the discretized Q̄∗ used by the mathematical adjoint. We

reconsider the analytic adjoint solution as a Green’s Function for a source at ro, zo that produces

a response at r, z. The analytic adjoint equations are then denoted as follows

O∗f
(
T ∗f
)

= Q∗f,p(ro, zo)

O∗c (T ∗c ) = 0

resulting in the following solution for T ∗f (ro, zo → r, z) and T ∗c (zo → z)

T ∗f (ro, zo → r, z) =



0 0 ≤ r ≤ R, zo < z ≤ H

coδ(z − zo) 0 ≤ r < ro, z = zo(
co + c̃1 ln

(
r

ro

))
δ (z − zo) ro ≤ r ≤ R, z = zo

c1 0 ≤ r ≤ R, 0 ≤ z < zo

T ∗c (zo → z) =

0 zo < z ≤ H

c1 0 ≤ z < zo

with

co =
1

2π

(
1

hR
+

1

kf
ln

(
R

ro

))
c1 =

1

ccpṁc

c̃1 = − 1

2πkf

Noting that this is a Green’s function or solution to the adjoint equations with a unit point

source Q∗f,p(ro, zo), it is possible to determine an analytical solution using a step function source

condition synonymous to the one used by the mathematical adjoint problem using the appro-

priate convolution. By definition, the discrete mathematical adjoint source is a step function

between two discretized radial and axial node locations that are equidistant to a location of

interest. This step source can be written as
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Q∗s(ro, zo) =


1

π
(
r2
H − r2

L

)
(zH − zL)

rL ≤ ro ≤ rH , zL ≤ zo ≤ zH

0 otherwise

where rL, rH , zL, zH are constants as defined by the discretized forward problem. If the dis-

cretized error function is defined as e(r, z)|rH ,zHrL,zL
= e(ro, zo) = constant, then the response of

interest is defined as

〈Q∗s(ro, zo)e(r, z)〉 =

R∫
0

2πrdr

H∫
0

dz (Q∗s(ro, zo)e(r, z))

=
1

π
(
r2
H − r2

L

)
(zH − zL)

[
2πr2

2
ze(ro, zo)

]rH ,zH
rL,zL

= e(ro, zo)

which is consistent with evaluating the error metric at location ro, zo.

An analytic solution to the adjoint equations with a step function source condition Q∗s(ro, zo)

can be found by using the previously determined Green’s function and evaluating the following

convolution

T̄ ∗(r, z) =

R∫
0

2πrodro

H∫
0

dzo
(
Q∗s(ro, zo)T̄

∗(ro, zo → r, z)
)

Rewriting T̄ ∗(ro, zo → r, z) =
[
T ∗f (ro, zo → r, z) T ∗c (zo → z)

]T
and Q∗s(ro, zo) using heavi-

side step functions results in the following expressions

T ∗f (ro, zo → r, z) = [1−H (z − zo)] c1 +

[
co +H (r − ro) c̃1 ln

(
r

ro

)]
δ (z − zo)

T ∗c (zo → z) = [1−H(z − zo)] c1

Q∗s(ro, zo) = H(ro − rL)[1−H(ro − rH)]H(zo − zL)[1−H(zo − zH)]

[
1

π
(
r2
H − r2

L

)
(zH − zL)

]

Examining each piece of the convolution:
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R∫
0

2πrodro

H∫
0

dzoQ
∗
s(ro, zo) [1−H (z − zo)] c1

=



0, z > zH

rH∫
rL

2πrodro
zH∫
z
dzo

c1

π
(
r2
H − r2

L

)
(zH − zL)

, zH ≥ z > zL

rH∫
rL

2πrodro
zH∫
zL

dzo
c1

π
(
r2
H − r2

L

)
(zH − zL)

, z ≤ zL

=



0, z > zH

π
(
r2
H − r2

L

)
(zH − z)

π
(
r2
H − r2

L

)
(zH − zL)

c1 zH ≥ z > zL

π
(
r2
H − r2

L

)
(zH − zL)

π
(
r2
H − r2

L

)
(zH − zL)

c1 z ≤ zL

=



0, z > zH

(zH − z)
(zH − zL)

c1 zH ≥ z > zL

c1 z ≤ zL

R∫
0

2πrodro

H∫
0

dzoQ
∗
s(ro, zo)coδ(z − zo)

=

rH∫
rL

2πrodro

H∫
0

dzo
H(zo − zL)[1−H(zo − zH)]

π
(
r2
H − r2

L

)
(zH − zL)

coδ(z − zo)
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=

rH∫
rL

2rodro
1

(zH − zL)(r2
H − r2

L)
H(z − zL) [1−H(z − zH)]

[
c̃1 ln ro +

1

2π

(
1

hR
+

1

kf
lnR

)]

=
1

2πhR(zH − zL)
+

c̃1

(zH − zL)(r2
H − r2

L)

[
r2
H ln

(rH
R

)
−
r2
H

2
− r2

L ln
(rL
R

)
+
r2
L

2

]
, zL ≤ z ≤ zH

R∫
0

2πrodro

H∫
0

dzoQ
∗
s(ro, zo)H (r − ro) c̃1 ln

(
r

ro

)
δ (z − zo)

=



r∫
rL

2πrodro
H∫
0

dzo
H(zo − zL)[1−H(zo − zH)]

π
(
r2
H − r2

L

)
(zH − zL)

c̃1 ln

(
r

ro

)
δ (z − zo) , rL ≤ r < rH

rH∫
rL

2πrodro
H∫
0

dzo
H(zo − zL)[1−H(zo − zH)]

π
(
r2
H − r2

L

)
(zH − zL)

c̃1 ln

(
r

ro

)
δ (z − zo) , r ≥ rH

=



H(z − zL)[1−H(z − zH)](
r2
H − r2

L

)
(zH − zL)

c̃1

(
−r2

L ln

(
r

rL

)
+
r2 − r2

L

2

)
, rL ≤ r < rH

H(z − zL)[1−H(z − zH)](
r2
H − r2

L

)
(zH − zL)

c̃1

(
r2
H ln

(
r

rH

)
− r2

L ln

(
r

rL

)
+
r2
H − r2

L

2

)
, r ≥ rH
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Therefore, the solution for T̄ ∗(r, z) using the above definition for Q∗s(ro, zo) is

T ∗f (r, z) =



0 0 ≤ r ≤ R, zH < z ≤ H

c1 0 ≤ r ≤ R, 0 ≤ z < zL



(zH − z)
(zH − zL)

c1 +
1

2πhR (zH − zL)
+

1

2πkf (zH − zL)
(
r2
H − r2

L

)


r2
H ln

(
R

rH

)
−r2

L ln

(
R

rL

)
+
r2
H − r2

L

2




0 ≤ r < rL, zL ≤ z ≤ zH



(zH − z)
(zH − zL)

c1 +
1

2πhR (zH − zL)
+

1

2πkf (zH − zL)
(
r2
H − r2

L

)


r2
H ln

(
R

rH

)
−r2

L ln

(
R

r

)
+
r2
H − r2

2




rL ≤ r < rH , zL ≤ z ≤ zH

(zH − z)
(zH − zL)

c1+

1

2πhR (zH − zL)
+

1

2πkf (zH − zL)
ln

(
R

r

)
rH ≤ r ≤ R, zL ≤ z ≤ zH
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T ∗c (z) =



0 zH < z ≤ H

c1 0 ≤ z < zL

(zH − z)
(zH − zL)

c1 zL ≤ z ≤ zH

This solution is then integrated according to the inner product
〈
T̄ ∗, r̄

〉
r,z

using the same

definition for the residual as before in the analytic error metric section with T̃ = bo. Examining

the case where 0 ≤ r ≤ R, 0 ≤ z < zL

R∫
0

2πrdr

zL∫
0

dz
[
−q′′′c1

]
= −q′′′πR2zLc1

Examining the inner product with 0 ≤ r < rL, zL ≤ z ≤ zH

rL∫
0

2πrdr

zH∫
zL

dz

[
−q′′′

(
(zH − z)
(zH − zL)

c1 +
1

2πhR(zH − zL)

)]

+

rL∫
0

2πrdr

zH∫
zL

dz

−q′′′
r

2
H ln

(
R

rH

)
− r2

L ln

(
R

rL

)
+
r2
H − r2

L

2

2πkf (zH − zL)
(
r2
H − r2

L

)



= −q′′′
[
r2
l πzHc1 − r2

Lπc1
zH + zL

2
+

r2
L

2hR

]

−q′′′r2
L

r
2
H ln

(
R

rH

)
− r2

L ln

(
R

rL

)
+
r2
H − r2

L

2

2kf
(
r2
H − r2

L

)


Examining the inner product with rL ≤ r ≤ rH , zL ≤ z ≤ zH

−q′′′
[
(r2
H − r2

L)πzHc1 − (r2
H − r2

L)πc1
z2
H − z2

L

2 (zH − zL)
+

(r2
H − r2

L)

2hR

]
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+

rH∫
rL

2πrdr

zH∫
zL

dz

−q′′′
r

2
H ln

(
R

rH

)
− r2

L ln

(
R

r

)
+
r2
H − r2

2

2πkf (zH − zL)
(
r2
H − r2

L

)



= −q′′′
[
(r2
H − r2

L)πzHc1 − (r2
H − r2

L)πc1
zH + zL

2
+

(r2
H − r2

L)

2hR

]

−q′′′

r
2
H ln

(
R

rH

)
+
r2
H

2

2kf

+
q′′′

8kf

(
r2
H + r2

L

)

−
q′′′r2

L

4kf (r2
H − r2

L)

[
2r2
H ln

(rH
R

)
− 2r2

L ln
(rL
R

)
− (r2

H − r2
L)
]

Examining the inner product with rH < r ≤ R, zL ≤ z ≤ zH

−q′′′
[
(R2 − r2

H)πzHc1 − (R2 − r2
H)πc1

zH + zL
2

+
(R2 − r2

H)

2hR

]

−q′′′
R∫

rH

2πrdr

zH∫
zL

dz
1

2πkf (zH − zL)
ln

(
R

r

)

= −q′′′
[
(R2 − r2

H)πzHc1 − (R2 − r2
H)πc1

zH + zL
2

+
(R2 − r2

H)

2hR

]
− q′′′

4kf

[
2r2
H ln

(rH
R

)
+ (R2 − r2

H)
]

Summing these parts together, we have for
〈
T̄ ∗, r̄

〉
r,z

the expression

〈
T̄ ∗, r̄

〉
r,z

= −q′′′πR2c1
(zH − zL)

2
− q′′′ R

2h
+
q′′′

8kf

(
r2
H + r2

L − 2R2
)

This solution for the analytic adjoint using a step function source was compared with the

mathematical and physical adjoint solutions. The comparison can be found in Numerical Re-

sults, Chapter 3 of this thesis.
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2.2.4 Low Fidelity Adjoint Problem

Initially, the Adaptive Model Refinement project intended to use low fidelity adjoint solution

based upon coarsened meshes and adjusted thermal conductivity values as a means of predict-

ing the difference between high and low fidelity models. During numerical testing, this method

was shown to lack adequate predictive capability of the quantities of interest. In general, ad-

joint solutions contain information regarding the local temporal and spatial importance of the

residual regarding a specific quantity of interest. The devolution of the mesh from high to low

skewed this local importance such that the estimated quantity of interest no longer held perti-

nent information in regards to the accuracy of the low fidelity model.

Solving for the low fidelity mathematical adjoint is the same as solving for the high fidelity

mathematical adjoint using ˜̄A∗ = ˜̄AT
in place of ¯̄A∗. However, in order to evaluate the response

<̃ =
〈
T̃ †, r̄

〉
, the adjoint solution T̃ † must be projected onto the high fidelity mesh in order to

determine the inner product. This elongation process is non-unique, and a variety of methods

were considered to arrive at a low fidelity adjoint solution extrapolated to the high fidelity mesh.

One method considers an additional linear set of equations for the low-fidelity problem.

Rewriting the low fidelity equation (2.7)

˜̄Cn+1φ̃n+1 = ˜̄Bn+1φ̃n − Q̃n+1,

we have an additional set of linear equations that project the low fidelity temperatures onto

the high fidelity mesh

˜̄Eφ̃n+1 = ¯̄Iθ̃n+1 (2.13)

where θ̃n+1 is the low fidelity temperature projected onto the high fidelity mesh and the ˜̄En+1

is a m × n operator with n > m that linearly interpolates the φ̃n+1 vector. Writing the block

matrix time structure of this problem

˜̄C1˜̄E −¯̄I˜̄B2
˜̄C2˜̄E −¯̄I

. . . ˜̄BN
˜̄CN˜̄E −¯̄I





φ̃1

θ̃1

φ̃2

θ̃2

...

φ̃N

θ̃N


=



Q̃1

0

Q̃2

0
...

Q̃N

0
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Transposing the matrix operator for the time dependent adjoint equation set and selecting

Q̃∗ as now noted produces

˜̄C∗1 ˜̄E∗ ˜̄B∗2
−¯̄I ˜̄C∗2 ˜̄E∗ ˜̄B∗3

−¯̄I
. . . ˜̄C∗N ˜̄E∗

−¯̄I





φ̃
∗
1

θ̃
∗
1

φ̃
∗
2

θ̃
∗
2
...

φ̃
∗
N

θ̃
∗
N


=



0

Q̃∗1
0

Q̃∗2
...

0

Q̃∗N



Note for a single time step, we have the following adjoint matrix equations

˜̄C∗nφ̃∗n + ˜̄E∗θ̃∗n + ˜̄B∗n+1φ̃
∗
n+1 = 0

−¯̄Iθ̃
∗
n = Q̃∗n

where Q̄∗ is the same right hand side as for the mathematical adjoint. The previous system of

linear equations reveals that θ̃
∗
n+1 = −Q̃ which implies that Q̃∗ should be selected equal to Q̄∗.

The system then simply solves the low fidelity adjoint problem with Q̄∗ volume weighted to the

low fidelity mesh. The resulting expression for θ̃
∗
n+1 will contain no information with regards

to the adjoint solution φ̃
∗
n+1, and the resulting response integral is trivial.

Another attempt at arriving at an effective low fidelity adjoint solution used the same

operator ˜̄En+1 to linearly interpolate the low fidelity adjoint solution onto the high fidelity

mesh in a similar fashion to the forward low fidelity problem. This, however, also resulted in

response functions that did not accurately describe the differences between the high and low

fidelity fuel temperatures.
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Chapter 3

Numerical Results

This chapter examines the numerical behavior of the forward and adjoint problems. Various

figures and descriptions are given analyzing the forward low and high fidelity solution behaviors

as well as adjoint solution behavior. The effectiveness of the physical, mathematical, and analytic

adjoint solutions’ prediction of the quantity of interest is also investigated in the following

chapter.

3.1 Numerical Results for Forward Problem

Figure 3.1 below contains the temperature profile for the steady state solution of the forward

problem, equations (2.8) and (2.9), using the high fidelity finite differencing scheme, the low

fidelity lumped parameter and finite differencing scheme, and the linear interpolation used to

project the low fidelity solution onto the high fidelity geometry. The solutions are shown for a

given axial location that is halfway up the height of the fuel pin with a high fidelity ring number

of 8 and a low fidelity ring number of 4. Heat generation is assumed constant across the radial

direction of the pin at this given axial location.
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Figure 3.1: Steady state forward solution as determined by the low fidelity, high
fidelity, and low-to-high linear interpolation solution methods

The red series that represents the high fidelity solution exhibits the quadratic structure that

we would expect for a constant heat generation problem. The green series in Figure 3.1 shows

the coarsened finite difference model with half as many radial nodes as the high fidelity problem.

The adjusted parameters calculated with equation (2.4), when used with the low fidelity prob-

lem, will result in exactly the same volume averaged temperatures as the high fidelity problem.

The linear interpolation of the low fidelity onto the high fidelity geometry will however contain

differences in temperature. The blue line in Figure 3.1 shows the linear interpolation of the

low fidelity solution onto the high fidelity mesh. These temperature differences or ∆T s are the

quantity of interest for both the steady state and time dependent examples. The differences are

noted to be small (2.1% of the largest relative error shown in Figure 3.1). Four linear regions

can be seen between the green low fidelity regions, and a small difference between the blue line

and the red series can be seen for almost every high fidelity temperature node.

The time dependent forward problem exhibits low fidelity and high fidelity volume averaged

temperatures that are not exact. This is due to the fact that the lumped parameters as deter-
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mined by equations (2.4) and (2.5) use the steady state forward temperature rather than the

time dependent values. Figure 3.2 shows the time dependent behavior at a given axial and radial

location within the pin for the low fidelity solution verses the high fidelity solution coarsened

to the low fidelity mesh.
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Figure 3.2: Difference in time dependent hi-fi and low fidelity solution average tem-
peratures at four separate locations of interest

The results presented in Figure 3.2 correspond to a high fidelity ring number of 8, a low

fidelity ring number of 4, and an axial mesh number of 20. The figure shows the ∆T difference

between the volume averaged high fidelity solution and the low fidelity solution at each time

step. At t = 0.005 hrs, the heat generation within the pin is reduced by a factor of 4. Prior to

this heat generation step, the keff and heff values as determined by equations (2.4) and (2.5)

to ensure that the volume averaged high fidelity solution and the low fidelity solution are equal.

Once the q′′′ jump has occurred, the keff and heff values for the pseudo-steady state forward

problem no longer ensure that ∆T = 0 as one can see from the figure. After the transient

has subsided, the difference between the high fidelity volume averaged solution and low fidelity

solution return to zero. Each line in Figure 3.2 represents a different low fidelity radial location.
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All radial locations correspond to an axial location halfway up the pin.

3.2 Numerical Adjoint Behavior

Using the high fidelity mathematical adjoint for either the time dependent or steady state

problem yields the exact value for the quantity of interest at every axial and radial location

regardless of the mesh size. The time dependent shape of the mathematical adjoint solution is

rather unique given its role as an indicator of the relative influence exerted on the temperature

difference at a particular location of interest. Figures 3.3 through 3.5 show the time dependent

nature of the high fidelity adjoint.
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Figure 3.3: Hi-fi adjoint time dependent solution shape for timesteps 1-10
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Figure 3.4: Hi-fi adjoint time dependent solution shape for timesteps 10-20
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Figure 3.5: Hi-fi adjoint time dependent solution shape for timesteps 20-30

Figures 3.3 through 3.5 are for a location of interest at the first radial and first axial node

with a ring number of 8 and a radial mesh of 8. The time steps were 0.0001 hours or 0.36 sec-

onds. “Forward time” refers to a fixed Q∗ location in time. Both adjoint time and forward time

are increasing along the time axis in Figures 3.3 - 3.5 with forward time values listed along the

axis. Each adjoint time node contains 30 forward time nodes, since a full temporal and spatial

distribution of adjoint values is necessary to calculate the inner product for a given forward
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time value. This adjoint time behavior can be seen by observing the T ∗ shape along the time

axis during which the forward time remains constant. Each mathematical adjoint solution will

have a given “adjoint time” dependent shape for a constant value of “forward time.”

The node number denotes all spatial nodes for every axial and radial location including the

axial coolant nodes. Node ordering has the radial values for the first axial location followed

by the radial values for the second axial location and so on. Since the first axial mesh is the

location of interest, its values are nonzero in the previous figures while the other axial locations

are zero with the exception of the coolant values. One can conclude from this that, since there is

no axial coupling conduction model for the fuel, other axial mesh locations exhibit no influence

on the ∆T quantity of interest. It’s also important to note that while the coolant does have

some influence, its adjoint solution value is considerably lower than the fuel ring adjoint values.

With the exception of t = 0.00, all times steps have the same relative shape with regards to

adjoint time. As forward time increases, the location of interest in adjoint time shifts so that

more and more of the time dependent adjoint solution shape is revealed. It can be seen that

the adjoint solution spikes at the location of interest and then begins to decay away. One can

conclude that for a given ∆T , the temperatures at the same time as the examined quantity of

interest exhibit the greatest influence on the evaluated metric. Earlier times also exhibit some

influence on the quantity of interest, but this influence decays away the farther one is from the

time of interest. These figures also demonstrate that future time temperature values have zero

influence on a given ∆T .

A time integrated adjoint solution was investigated for several times of interest to better

understand the differences between the high fidelity and low fidelity solution shapes. The time

integrated adjoints were determined according to the following equation

Thi − Tlo = ∆T (tf ) =

tf∫
0

dt

∫
V

d3r ·R(~r) · T ∗(~r, t)

=

∫
V

d3r ·R(r, z)

tf∫
0

dt · T ∗(r, z, t)

=

∫
V
d3r ·R(r, z) 〈T ∗(r, z)〉tf (3.1)

Because the residuals R(r, z) are assumed to be time independent, equation (3.1) only holds

for pseudo-steady state conditions such that q′′′ is unchanged. Figure 3.6 shows time integrated
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〈T ∗(r, z)〉tf values as defined by equation (3.1) for high and low fidelities at three separate tf

times of interest.

Figure 3.6: Time integrated T ∗ for low and high fidelities for given tf values
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In each case, the location of interest was the centerline radial value and the first axial

location or bottom of the fuel pin. The high fidelity ring number was 8 and the low fidelity

ring number was 4. There are some similarities between the two adjoint solution shapes, but

the low fidelity adjoint is consistently less than the high fidelity adjoint. Since the residuals

used in both error metrics are the same, the low fidelity adjoint solution will therefore predict

a drastically different response than the high fidelity adjoint solution.

3.3 Numerical Determination of the Quantity of Interest

The following section outlines the various results for the evaluation of a given quantity inter-

est using adjoints. Quantities of interest typically are differences between low-fidelity and high

fidelity solutions at a particular location within the fuel pin. It was found that for time depen-

dent problems, the mathematical adjoint predicted perfectly the difference between low and

high fidelity problems for either time dependent, steady state, or pseudo-steady state problems

at every location of interest within the fuel pin. Initial investigation of the low fidelity adjoint’s

best estimate of the quantity of interest showed inaccurate approximations, and it was deemed

unable to accurately predict the difference between high and low fidelity temperatures in the

time dependent problem and steady state problems alike.

Since low fidelity approximations exhibited erratic behavior for the time dependent cases, the

problem was simplified to pseudo-steady state cases using constant heat generation and steady

state cases with no time dependency whatsoever. Even for these cases, the low fidelity adjoint

response does not return accurate approximations of the quantity of interest. The response

estimated by the adjoint solutions is the total sum of each adjoint value multiplied by each

corresponding nodal residual for a given time step. This residual summation behavior was

investigated to gain an understanding of what was occurring during the low fidelity adjoint

approximation. Time index in the following figures pertains to both forward time and adjoint

reverse time. Each index value corresponds to a fixed location in forward time and all subsequent

values in reverse time. Therefore, each “peak” denotes a single location in forward time swept

through all adjoint reverse time values. Index values are simply marking the time dependent

behavior in both forward and adjoint time. The following figures demonstrate the pseudo-steady

state behavior using high and low fidelity adjoint approximations.
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Figure 3.7: Collection of discretized 〈T ∗hi, r〉r,z,t positive and negative values as well
as their summation and its resulting estimate of the quantity of interest
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Figure 3.8: Collection of discretized 〈T ∗lo, r〉r,z,t positive and negative values as well
as their summation and its resulting estimate of the quantity of interest
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The location of interest corresponds to the centerline of the fuel pin and the first axial

location. The low fidelity estimate of 248oF in figure 3.8 is drastically different than the high

fidelity’s estimate of −59oF in figure 3.7. The constant value predicted by the high fidelity

adjoint is consistent with the constant difference found between the linearly interpolated low

fidelity forward problem and the high fidelity forward problem for the pseudo-steady state case.

In these figures, the x-axis index denotes the axial and radial node indices along with the time-

step index, and the y-axis represents the inner product summation up to a specific index value.

Each spike in these figures corresponds to the summation for a specific time of interest. It is in-

teresting to note that although the positive and negative terms approach asymptotic maximum

values in figure 3.7, the estimated quantity of interest remains constant. In figure 3.8 however,

it takes several time steps for the estimated quantity of interest to reach a constant value. This

phenomenon shows the sensitivity of the mathematical adjoint approximation of the quantity

of interest and high fidelity mathematical adjoint’s ability to predict the quantity of interest

regardless of temporal behavior.

In order to verify the low fidelity adjoint, a“low-low” fidelity model was constructed. Com-

paring the low-fidelity to a “low-low” fidelity is effectively the same as comparing a high fidelity

model to a low fidelity model. Therefore, the low fidelity adjoint should predict the exact dif-

ference between the low and “low-low” temperature calculations. The low-low fidelity problem

considered was a constant temperature equal to the coolant inlet temperature. Figure 3.9 shows

the ∆T values as evaluated by the low fidelity adjoint solution and low fidelity < Q∗, e > inner

product.
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Figure 3.9: Verification results for the low fidelity adjoint approximation using a
steady state “low-low” fidelity solution

Before the decrease in q′′′, the low and low-low fidelities are equal to each other and the

resulting error metric is zero as seen in figure 3.9. At t = 0.001 hours, the low fidelity problem

begins to deviate from the pseudo-steady state low-low problem since q′′′ is decreased at that

time. The error metric approximated by the low-fidelity adjoint solution is consistent both with

the 〈Q∗, e〉 inner product and the exact error between the low and low-low fidelity problems.

This verifies that the low fidelity adjoint solution is correct and that the linear interpolation

of the low fidelity adjoint solution onto the high fidelity spatial mesh is where the significant

difference between low and high fidelity response occurs.

Initially, the physical and analytical adjoints showed erratic predictive behavior of the quan-

tity of interest similar to that of the low fidelity adjoint. To contrast the quantity of interest

calculated using the three adjoints, the forward problem was further simplified such that the

low-fidelity was considered to be a constant temperature throughout the fuel and coolant and set

to the coolant inlet temperature. Though completely incorrect, the forward boundary conditions

were still satisfied. In this case, the physical and analytical adjoints were found to approximate
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the quantity of interest exactly. Figure 3.10 below shows the adjoint solution shapes for three

separate radial locations across the same axial location halfway up the fuel pin.
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Figure 3.10: Solution shapes for physical, analytical, and mathematical adjoints for
three separate radial locations of interest

The diamonds, corresponding to the analytical solution, match almost exactly the physical

adjoint values. This solution shape has a constant value from the centerline up to the location of

interest and decreases logarithmically thereafter. By contrast, the dotted line displays a dissim-

ilar solution shape for the mathematical adjoint solution. At the location of interest it matches

the physical and analytical value, but it shows linear and quadratic behavior before and after

this radial point. For the case where the quantity of interest is at a radial location of 0.032

inches, the mathematical solution increases quadratically after the location of interest and then

begins to diminish. For the other cases, the location of interest is where the maximum adjoint

value occurs. Since T ∗ is a representation of the relative importance of a location with regards to

the quantity of interest, figure 3.10 demonstrates that, according to the mathematical adjoint,

regions at or after the location of interest are weighted more heavily than other locations. The

physical and analytical adjoints, however, suggest that all temperature rings before the loca-
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tion of interest are equally weighted and the importance of later rings decreases logarithmically.

Table 3.1 below shows the numerically evaluated quantities of interest corresponding to

the same locations as shown previously in figure 3.10. Note that the quantity of interest being

evaluated is the difference Tlo(r, z)− Thi where Tlo = Tc,inlet.

Table 3.1: Physical, Analytical, and Mathematical Evaluations of the Quantity of
Interest

Inner Product er=0.032in er=0.057in er=0.14in

< T ∗hi, r > -1971.75 oF -1577.39 oF -591.50 oF
< T ∗phys, r > -1971.75 oF -1577.39 oF -591.50 oF

< T ∗anylitic, r > -1971.75 oF -1577.39 oF -591.50 oF

< Q∗, e > -1971.75 oF -1577.39 oF -591.50 oF
Tlo − Thi -1971.75 oF -1577.39 oF -591.50 oF

As mentioned earlier, the analytical and physical adjoints produce the exact value for the

quantity of interest when a constant low fidelity solution is used. The fact that non-constant

values for the low fidelity solution result in incorrect analytical and physical adjoint approxi-

mations can be attributed to the fact that the residuals as determined by the forward operator

are not consistent with those that would be determined using the transpose of the physical

adjoint operator. In the case where the low fidelity forward solution is constant, all second

order derivatives are equal to zero and the residuals defined by the transposed physical adjoint

operator will be equal to the same residuals obtained by the mathematical forward operator.

The low fidelity adjoint mathematical solution shape was also compared to the high fidelity

adjoint shape. Figure 3.11 shows the adjoint solution shape for the same locations of interest

as in figure 3.10.
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Figure 3.11: Solution shapes for low fidelity and high fidelity mathematical adjoints
for three separate radial locations of interest

The high fidelity solution shapes in figure 3.11 are the same as previously shown in figure

3.10. The low fidelity solutions represented by the color coded dotted lines show highly erratic

behavior with no indication of weighting the appropriate location of interest. Table 3.2 below

shows the numerically evaluated quantities of interest corresponding to the same locations as

shown previously in figure 3.11. In this case, the evaluated response is the difference between

the high fidelity forward solution and the linearly interpolated low fidelity solution.

Table 3.2: High and Low Fidelity Evaluations of the Quantity of Interest

Inner Product er=0.032in er=0.057in er=0.14in

< T ∗hi, r > -65.73 oF -65.73 oF -41.08 oF

< T ∗lo, r > 213.54 oF -592.54 oF 5380.72 oF

< Q∗, e > -65.73 oF -65.73 oF -41.08 oF

Tlo − Thi -65.73 oF -65.73 oF -41.08 oF
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Again, the mathematical solution approximates the difference exactly while the low fidelity

solution exhibits highly erratic behavior inconsistent with an appropriate approximation.
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Chapter 4

Conclusions and Future Work

4.1 Conclusion

In all cases, the mathematical adjoint was found to predict exactly the difference between the

low fidelity and high fidelity temperatures regardless of whether the problem was time depen-

dent or how the low fidelity temperatures were determined. Investigation of using the low fidelity

mathematical adjoint in order to approximate the same QoI showed that low fidelity adjoint

solutions were unable to predict quantities within acceptable tolerances. This conclusion was

reinforced regardless of time dependence or low fidelity forward problem definition.

The physical and analytical adjoints were found to predict the proper quantities of inter-

est for cases where the residuals obtained using physical and mathematical adjoint operators

were consistent; namely, cases where the low fidelity coolant and fuel temperatures were con-

stant. For this scenario, all spatial derivatives, including their discretized approximations, were

zero. Although the physical and mathematical adjoint solution shapes varied drastically, the

evaluated QoIs were still correct. The evaluation of the analytical adjoint solution provided a

benchmark that verified the physical adjoint solution.

Given that the high fidelity adjoint appears to be necessary for the accurate evaluation of

specific responses, there need to be adjusted conditions such that it would make sense to use

an adjoint approach to support adaptive simulation. Note that the adjoint source term only

depends on the QoI and not the forward source term, e.g. power density. This implies that

whenever the QoI is to be evaluated, a high fidelity adjoint solution is required. If there are

instances where one is interested in obtaining the forward solution for many different forward

source terms, there may be a computational advantage of employing the adjoint approach to

determine the QoI to judge whether the low fidelity forward solution being employed is suffi-

65



www.manaraa.com

ciently accurate.

Although the low fidelity adjoint solution does not provide accurate estimations of tempera-

ture differences, a conclusion can be drawn with regards to adaptive model refinement. Because

the mathematical adjoint gives the exact difference between a given fidelity and all lower fideli-

ties, it can be used to estimate when a given fidelity converges to a higher level of fidelity. In

other words, as the difference between a middle fidelity and lower model fidelity decreases, it

is conjectured that the difference between the middle fidelity and high fidelity also decreases.

This adaptive method can determine when to step up fidelity levels without actually solving

for the high fidelity problem and is similar to methods used in adaptive grid refinement.

4.2 Future Work

The complexity of this problem could be increased for further study of the aforementioned

low/mid/high fidelity difference estimations. Currently, for basic heat conduction and HEM

heat convection, the differences between middle and high fidelities are small. Adding a more

complex convection fluids model that includes radial and axial coolant nodes within a given

channel could help demonstrate the adaptive model technique investigated in this thesis with

more tangible results. Also adding axial coupling with regards to heat conduction could be

another model fidelity level worth investigating using adaptive techniques along with varying

fuel thermal conductivities with respect to temperature. Future work could also include an

expression for the adjoint source, or response function, that results at the high fidelity level

from the formulation of low fidelity adjoint equations. It may be possible to computationally

derive this response function and could be interesting to contrast it with the true and desired

high fidelity response function.
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